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ABSTRACT
Entity linking (EL) has attracted attention as a fundamental tech-
nology applicable to question answering and various other appli-
cations. State-of-the-art EL studies have focused on English with
limited research on languages other than English. Current EL mod-
els are constructed using language models and knowledge graph
embeddings, necessitating language-specific support for language
models and knowledge graph embeddings. This study proposes
Japanese PNEL (Pointer Network-based Entity Linker) by adapting
the language-dependent embeddings in English PNEL. To achieve
this, we analyzed the challenges in model construction, comparing
Japanese and English PNEL from the perspective of embedding
methods. Additionally, we translated the English dataset WebQSP
into Japanese and evaluated our model using this dataset. The out-
come of our study revealed that our Japanese PNEL outperformed
state-of-the-art multilingual EL models when applied to WebQSP
in Japanese EL.
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1 INTRODUCTION
Entity Linking (EL) maps entity names in natural language sen-
tences to resources in large knowledge graphs. Recently, EL sys-
tems have been gathering attention as a fundamental technology
for question answering and other tasks.

Most EL studies focus on English, and few EL studies focus on
languages other than English, including Japanese. Multilingual EL
can perform for many languages but does not consider the unique
characteristics of each language. In a comparative evaluation of the
multilingual EL model and the English EL models for AIDA [10], the
English EL model outperformed the multilingual EL model by 0.092
points in F1 values [12]. Themultilingual ELmodelmGENRE [7] can
run the Japanese EL but does not consider the Japanese character-
istics. Therefore, Murawaki et al. [11] proposed a Japanese-specific
EL task for Wikipedia, as the processing of Japanese is complicated
by the fact that Japanese has a continuous character set. Recent
EL studies [7, 2, 1, 19] use language models and knowledge graph
embeddings to construct EL models and build EL models specialized
in each language that needs specific language support.

We propose the Japanese PNEL (Pointer Network based Entity
Linker) [2] as an EL model for Japanese. We selected the Pointer
Network for constructing the Japanese EL model to enable analysis
even when the required vector size varies according to language.
First, we constructed the Japanese PNEL from the English PNEL
model by changing language-dependent embeddings. Next, we
translated the English datasets WebQSP [15], SimpleQuestions [4]
and LC-QuAD2 [8] into Japanese. We carried out a comparative
evaluation of the multilingual EL models and the Japanese PNEL
on the translated WebQSP. As a result, the Japanese PNEL outper-
formed the multilingual EL model [7] regarding F1 values. In the
ablation study, we analyzed language differences in embedding for
English and Japanese models. In the experiments, we evaluated the
performance of language models. Finally, we discuss the challenges
of building Japanese EL models and future works. Therefore, the
main contributions of this study are summarized as follows.

• In evaluating the translated WebQSP, the Japanese
EL model using the Pointer Network outperforms
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Figure 1: The overview of PNEL

the multilingual EL model by 0.220 points in F1
value.

• An ablation study of the embeddings reveals that it
is possible to construct EL models by introducing
language-specific embeddings.

• We implement new Japanese EL datasets for Wiki-
data.

2 RELATEDWORK
Studies on EL can be classified as multilingual or a specific language.

Regarding multilingual EL, Botha et al. [6] enabled the model to
link to more than 100 languages by adding multilingual settings to
the dual encoders. Nicola De Cao et al.[7] predicts the name of the
target entity left-to-right, token-by-token in an autoregressive fash-
ion. This model attempted EL for 125 languages, including Japanese,
by applying transfer learning and finetuning the model pre-trained
onWikipedia articles in 125 languages. We could not find any other
Japanese EL models that could reproduce the experiment, so we
used mGENRE in a comparative evaluation.

Regarding EL for a specific language, PNEL [2] for English fo-
cused on the size of the input vectors to Pointer Network [17] is not
limited. they combined the nine types of embeddings as an input
vector to the Pointer Network, and ran EL for Wikidata. Our study
built the Japanese EL model based on PNEL. Details of the PNEL
are given in Chapter 3. Most EL studies focus on English, and few
EL studies focus on languages other than English. Rosales et al. [13]
provided results of a study comparing selected entity linking APIs
for equivalent documents and sentences in English and Spanish.

3 PNEL
Figure 1 shows an overview of PNEL. PNEL is an EL model based
on Pointer Network and has the feature that the size of the input
vectors is not restricted. We focus on this flexibility and use PNEL.

3.1 Candidate Generation
The candidate generation process is described in detail in Figure 1.
The sentence “Which country is San Francisco located in” is divided
into seven tokens: “which”, “country”, “is”, “San”, “Francisco”, “lo-
cated” and “in”. Then, candidate generation is performed for each
token in the following way.

(1) We show the candidate generation process for the term “Fran-
cisco” as an illustrative case. Initially, we generate four candi-
dates; “Francisco”, “San Francisco”, “Francisco located ” and
“San Francisco located”. These candidates represent token
sequences containing three or fewer tokens, achieved by
concatenating tokens preceding and following the mention
of “Francisco”.

(2) Performing a label search on the “Francisco” token enables
us to retrieve the top 30 candidate entities.

(3) We perform the identical procedure as (2) to obtain the top 30
candidate entities for the tokens “San Francisco”, “Francisco
located” and “San Francisco located”. Consequently, each
mention yields a total of 120 candidates.

3.2 Vectorization
After performing the Candidate Generation step, a vector of 1142 di-
mensions is constructed for each of the 120 candidate entities. These
vectors are created by combining nine distinct types of embeddings
and inputs to the Pointer Network.

Sentence Embedding Average of word embeddings by fast-
Text [3] of all tokens in the input sentence. (length 300)

Token Embedding Word embeddings in input sentences with
fastText. (length 300)

Description Embedding Average ofword embeddings by fast-
Text of all tokens in Wikidata descriptions for candidate
entities. (length 300)

Entity Embedding Pretrained TransE [5] embeddings 1 built
using Wikidata. (length 200)

POS Tags A one-hot vector indicating the token’s tag. We
use [14]. (length 36)

Text Match Metric Simple ratio, partial ratio, and token sort
ratio. These three ratios in numerical expressions range from
0 to 100. In the case of a simple ratio, the following pair of
text corresponds to a perfect match: “Elon Musk” and “Elon
Musk”. In partial ratio, the following pair of text corresponds
to a perfect match: “Elon Musk” and “Musk”. In the case of
the token sort ratio, the following pair of text corresponds
to a perfect match: “Elon Musk” and “Musk Elon”. (length 3)

Text Rank Search ranking from 0 to 100 of candidate entities.
(length 1)

n-gram Length Length of the n-gram from 1 to 3. (length 1)
Position Index Position of the mention in the input sentence.

(length 1)

4 PNEL FOR JAPANESE
To construct the Japanese PNEL, we changed four of the nine em-
beddings in English PNEL. The relevant embeddings are shown
as underlined in Figure 1. The four embeddings that have been
changed are shown below.

Sentence Embedding Change to the Pre-trained fastTextmodel
in Japanese2.

Token Embedding Change to the Pre-trained fastText model
in Japanese, the same one used for Sentence Embedding.

1https://torchbiggraph.readthedocs.io/en/latest/pretrained_embeddings.html#wikida
ta
2https://fasttext.cc/docs/en/crawl-vectors

https://torchbiggraph.readthedocs.io/en/latest/pretrained_embeddings.html#wikidata
https://torchbiggraph.readthedocs.io/en/latest/pretrained_embeddings.html#wikidata
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Description Embedding Change to the Pre-trained fastText
model in Japanese, the same one used for Sentence Embed-
ding and Token Embedding.

POS Tags Change the tokenizationmethod from the TextBlob3
library to the Ginza4 morphological analyser.

Pre-trained fastText is a model trained on Common Crawl and
Wikipedia and provides pre-computed vectors for a word. The
length of the POS Tags was changed from 36 to 18. The other five
embeddings, namely Entity Embedding, Text Match Metric, Text
Rank, n-gram Length, and Position Index remained the same.

5 EXPERIMENTS
This experiment starts with a dataset analysis in section 5.1. In
section 5.2, an evaluation is conducted comparing the Japanese
PNEL with the multilingual EL model [7]. Section 5.3 describes
an ablation study aimed at discerning similarities and distinctions
between Japanese EL and English EL. For Japanese EL, the selection
of candidate entities is constrained to those featuring Japanese
labels or descriptions, while for English EL, candidate entities are
restricted to English. Notably, EL encompasses two primary aspects:
phrase spotting and entity disambiguation tasks. We execute an
End-To-End EL evaluation in this experiment while ignoring the
two aspects. Finally, in section 5.4, We assess the performance of
the language models utilizing four different language models. The
material for reproducing the experiments and the appendix of this
work are available on github5.

5.1 Japanese language support for datasets
Following the same approach as Banerjee et al. [2], we use three
EL datasets for Wikidata. The datasets are shown below.

LC-QuAD2.0
LC-QuAD2.0 [8] is the most recent dataset of the three. It
was built on data from human responses using Amazon Me-
chanical Turk. It comprises a mixture of complex questions
involving more than two entities with the correct answer
within a single sentence and simple questions with a single-
sentence correct answer.

SimpleQuestions
SimpleQuestions [4] contains only simple questions. It was
initially created for Freebase and adapted for Wikidata.

WebQSP
WebQSP[15] has complex questions and simple questions.
This dataset contains questions collected from web search
logs.

We translate the above datasets into Japanese using the Google
Translate API to evaluate the Japanese model.

Table 1 presents the dataset statistics. We selectedWebQSP as the
dataset for conducting the ablation study on the embedding method
based on three considerations: the dataset’s size, its minimal sus-
ceptibility to accuracy loss when eliminating invalid Japanese data,
and the balanced representation of complex and simple questions.
We emphasized this balance to ensure the model’s applicability
in real-world scenarios. In practical applications, cases involving
3https://textblob.readthedocs.io/en/dev
4https://megagonlabs.github.io/ginza/
5https://github.com/ke-lab-it-agu/PNEL-Japanese

a single correct entity within a sentence and those with multiple
valid entities are encountered. Therefore, we used this criterion to
evaluate the model without favoring one case over the other, thus
avoiding bias.

5.2 Evaluation with the multilingual EL model
In this experiment, we tested the performance of the Japanese
PNEL and the multilingual EL model(mGENRE) model [7] on the
translated version ofWebQSP into Japanese. Themultilingualmodel
was tested with and without thresholds, and we used three different
threshold patterns. When no threshold was set, the model provided
the top five candidates with the highest score. The results of the
experiment are shown in Table 2. The F1 value for the Japanese
PNEL was 0.673, while for the English PNEL, it was 0.288. The
mGENRE model, with a threshold of 0.50, had the highest F1 value.
The Japanese PNEL model outperforms the mGENRE model, set
with a threshold of 0.50 by 0.220 points in F1 values.

5.3 Ablation study of the embeddings
To provide the Pointer Network with a comprehensive input vector,
PNEL combines nine different types of embeddings. To better un-
derstand the impact of each embedding on the overall accuracy, we
conducted an ablation study on the WebQSP dataset. Like Nicola et
al. [7], we used eight of the nine embeddings except for the Position
Index. The results are shown in Table 3. The ablation study in Eng-
lish is cited from [7], so only F1 values are displayed. The F1 values
for the Japanese PNEL were the lowest when Entity Embedding
was omitted, and this result is also seen for the English PNEL. The
impact of Text Rank and n-gram Length on the Japanese PNEL was
smaller than on the English PNEL.

5.4 Effects of the language models
We utilize fastText to generate three types of embeddings: Sentence
Embedding, Description Embedding, and Token Embedding. To
study the impact of using different language models, we substitute
fastText with other language models such as Wikipedia2Vec [18],
chive [9] and WikiEntVec [16] at the vector length of 300. The
results are presented in Table 4. We observe that fastText yields
the highest F1 score among all the language models used in the
experiment.

We experimented with changing the vector length of pre-trained
models for Wikipedia2Vec and WikiEntVec. Table 5 displays the
results, indicating that precision and recall values at the vector
length of 300 are less than 100, and shorter vectors produce higher
F1 values.

6 DISCUSSION
Table 3 shows that knowledge graph embedding is the most ef-
fective for both the English PNEL and the Japanese PNEL. This
is because semantic relations such as entity type and category in-
formation are effective in EL, and knowledge graph embedding
includes such information. However, we would like to explore the
impact of knowledge graph embedding on EL accuracy in detail by
using knowledge graph embedding other than TransE. Moreover,
Table 3 indicates that Text Rank and n-gram length are ineffective

https://textblob.readthedocs.io/en/dev
https://megagonlabs.github.io/ginza/
https://github.com/ke-lab-it-agu/PNEL-Japanese
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Table 1: Number of questions and entities for each dataset

LC-QuAD2.0 SimpleQuestions WebQSP
train test train test train test

original questions 44,451 5,995 34,374 9,961 3,098 1,638
questions 63,336 8,327 34,374 9,961 3,378 1,886

except invalid data in English questions 43,423 5,882 34,212 9,914 3,098 1,638
entities 61,493 8,131 34,212 9,914 3,378 1,886

except invalid data in Japanese questions 37,534 5,124 18,741 5,404 3,025 1,597
entities 52,654 7,022 18,741 5,404 3,283 1,825

Table 2: Evaluation on WebQSP with the multilingual EL
model

model precision recall F1
Japanese PNEL 0.830 0.565 0.673
English PNEL 0.655 0.185 0.288
mGENRE 0.198 0.664 0.305

mGENRE(0.50) 0.514 0.404 0.453
mGENRE(0.75) 0.351 0.547 0.428
mGENRE(1.00) 0.273 0.617 0.378

Table 3: Ablation study of embeddings on WebQSP

embedding Japanese English
precision recall F1 F1

- 0.830 0.565 0.673 0.712
Sentence Embed. 0.753 0.555 0.640 0.554
Token Embed. 0.841 0.520 0.642 0.666
Description Embed. 0.827 0.546 0.658 0.700
Entity Embed. 0.559 0.385 0.456 0.221
POS Tags 0.813 0.519 0.633 0.685
Text Rank 0.763 0.532 0.627 0.399
n-gram Length 0.836 0.556 0.668 0.554
Text Match Metric 0.727 0.552 0.628 0.689

Table 4: Evaluation with the pre-trained language models

model algorithm precision recall F1
fastText CBOW 0.830 0.565 0.673

Wikipedia2Vec Skip-gram 0.790 0.544 0.645
chive Skip-gram 0.865 0.518 0.648

WikiEntVec Skip-gram 0.819 0.531 0.637

for the Japanese PNEL. Therefore, we examined individual cases to
understand why these embeddings were ineffective.

The highest F1 value in Table 4 was obtained using fastText,
possibly because of the differences in the algorithms. We assumed
that CBOW-based language models may be more suitable than
skip-gram models for EL.

In Table 5, we observe that a shorter vector length of the language
model results in a higher F1 value. This is because word embeddings
complement knowledge graph embedding, and if the vector size
exceeds a specific size, noise may be added to the knowledge graph
embedding. The evidence is that knowledge graph embedding is

Table 5: Evaluation with the pre-trained language models
with different length of vectors

model model precision recall F1
Wikipedia2Vec 300 0.790 0.544 0.645
Wikipedia2Vec 100 0.889 0.563 0.667
WikiEntVec 300 0.819 0.521 0.637
WikiEntVec 200 0.775 0.559 0.649
WikiEntVec 100 0.838 0.539 0.656

- - 0.800 0.539 0.644

the most effective in Table 3. Therefore, by shortening the length of
the word embeddings, we increased the proportion of knowledge
graph embeddings, resulting in a higher F1 value. Conversely, the
use of word embedding resulted in lower F1 values.

7 CONCLUSION
This study proposes Japanese PNEL as the first Japanese EL model
using Pointer Network. The evaluation experiments conducted
on the translated WebQSP show that our method outperforms
the multilingual model in terms of F1 values. The results of the
ablation study indicated that knowledge graph embedding is as
effective in Japanese as in English. However, we observed that
some embeddings had a relatively minor effect on Japanese PNEL
compared to English PNEL. In addition, we found that the model
with a shorter word vector length produces a higher F1 value for
Japanese PNEL in our language model experiments.

In the future, we plan to investigate the impact of using knowl-
edge graph embeddings other than TransE for Japanese EL and to
build an architecture that considers grammatical features in Japan-
ese. We also plan to investigate the effectiveness of this method
for languages other than Japanese, such as Chinese and Spanish.
Furthermore, we plan to evaluate the performance of the proposed
method on other datasets such as LC-QuAD2.0 [8] and Simple
Questions [4].
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